
Speculative Decoding and Language Diffusion Models

Alireza Mousavi-Hosseini

University of Toronto

CSC412/2506 1 / 17



Language Model Inference

Inference from autoregressive models is slow

Generating K tokens requires K serial runs

Can we make it faster by using an approximate model?
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Speculative Decoding
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Speculative Decoding

Key idea:

1 Use a more efficient model to generate several completions

2 Evaluate all guesses with the target model in parallel, accept the ones
that lead to an identical distribution

3 Sample an additional token from an adjusted distribution to fix the
first rejected token
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Warm-up: Sample 1 Token

Target model: p(xt |x<t), Approximate model: q(xt |x<t).

To sample x ∼ p:

Sample x ∼ q. Accept the sample with probability min(1, p(x)/q(x)).

If rejected, sample from p′(x) = norm(max(0, p(x)− q(x))).

The final sample will have distribution p.

Similar to rejection sampling, but the distribution we sample from
after rejection is different.
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Why does it work?

Let X be a sample generated by this procedure. Note that

X = 1[R ≤ p(X̃)/q(X̃)]X̃ + 1[R > q(X̃/p(X̃)]X ′,

where R ∼ Unif(0, 1), X̃ ∼ q,X ′ ∼ p′ independently. Then

P[X = x] = P[R ≤ p(x)/q(x)]q(x) + P[R > p(X̃)/q(X̃)]p′(x)

= min(p(x)/q(x), 1)q(x) + E[1−min(p(X̃)/q(X̃))]p′(x)

= min(p(x), q(x)) +
(
1−

∑
x̃

min(p(x̃), q(x̃))
)
p′(x)

Plugging in p′ implies P[X = x] = p(x).
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Sample More Tokens
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Expected Number of Tokens in One Serial Evaluation of p

Let zi = 1 if sample i is accepted and zi = 0 otherwise.

# of generated tokens = 1[z1] + 1[z1, z2] + . . .+ 1[z1, . . . , zγ ]

Let α := E[zi] = P[Ri < p(X̃i)/q(X̃i)] =
∑

xmin(p(x), q(x)).

Then

E[# of generated tokens] =
1− αγ+1

1− α
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How to choose γ?

Suppose the ratio between the time of a single run of q to p is
c ∈ (0, 1).

The ratio between the time of one speculative decoding step and one
step of p is γc+ 1.

The improvement factor in walltime by speculative decoding is

# of generated tokens

runtime
=

1− αγ+1

(1− α)(γc+ 1)
.

Optimal γ minimizes walltime.
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How to choose γ?

Optimal γ as a function of α for different c
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Language Diffusion Models
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What Are Diffusion Models?

In diffusion models, we learn to predict original data conditioned on noisy
versions, i.e. to perform denoising.
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Language Diffusion Models

From the LLaDA paper
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LLaDA

LLaDA replaces the noise with masks.

The forward process gradually masks tokens from t = 0 to t = 1, x0
is original data, x1 is all masked.

The core idea is to train a mask predictor that predicts all masked
tokens simulatenously:

Minimize the loss

L(θ) = −Et,x0,xt

[
1

t

L∑
i=1

1[xi
t = M ] log pθ(x

i
0 |xt)

]

The loss is only calculated on masked tokens.
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Pretraining, Finetuning, and Inference

Pretraining loss:

−Et,x0,xt

[
1

t

L∑
i=1

1[xit = M ] log pθ(x
i
0 |xt)

]

Supervised Finetuning loss:

−Et,p0,r0,rt

[
1

t

L∑
i=1

1[rit = M ] log pθ(r
i
0 | p0, rt)

]

Likelihood evaluation:

−El,r0,rl

[
1

l

L∑
i=1

1[ril = M ] log pθ(r
i
0 | p0, rl)

]

where l is randomly sampled from {1, . . . , L}.
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Performance: LLaDA vs. Autoregressive (Pretrained)
Models
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Performance: LLaDA vs. Autoregressive (Finetuned)
Models
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